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Long History – Online Training

• NANOG 23 – ISP Security – Real World Techniques II – by Barry Raveendran Greene, Cisco 
Systems; Chris Morrow, UUNET/Verizon; Brian W. Gemberling, UUNET

• NANOG 25 – BGP Security Update – by Barry Raveendran Greene, Cisco Systems
• NANOG 26 – ISP Security – Real World Techniques – by Barry Raveendran Greene, Cisco 

Systems; Kevin Houle, CERT
• NANOG 28 – ISP Security: Deploying and Using Sinkholes by Barry Raveendren Greene, Cisco 

Systems; Danny McPherson, Arbor Networks
• NANOG 36 – ISP Security 101 Primer by Barry Greene, Cisco Systems and Roland Dobbins, 

Cisco Systems
• NANOG 47 – NSP-SEC Top Ten Security Techniques by Barry Greene, Juniper Networks
• NANOG 54 – Service Provider “Security” Tool Kit by Barry Greene, ISC (Part 1) & (Part 2)
• MAAWG 26 – SP Security Workshop
• CommunicAsia 2015 Workshop



Background	Principles	to	
Fighting	a	DoS Attack
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How do you really stop a DDOS Attack?

• Clean Pipes, Scrubbing Centers, and other “Anti-DDOS” 
tools does not stop DDOS Attacks. 

• These tools are critical, but their should only be used to 
provide:

ü Full Service Restoration for selected mission critical services
ü Time to Remediate the DDOS Attack 

• Stopping a DDOS Attack requires an ability to do:

1.Withstand the attack and not given in to the extortion/threat
2.Visibility/Traceback to the Sources of the Attack
3.Remediating the Tools used in the Attack (BOTNETs and Reflectors)
4.Backtracing to the C&C used to drive the attack.
5.Triangulating on the person(s) launching the attack.

CE
Customer premise:

Server/FW/Switch/router

Zombies

Extortionist

Last Mile
Connection

SP Edge Router



Essential Principle for DoS Resilience

Total Visibility
in all aspects 

of the network.

Complete Control
over all traffic in 

the network.

Building a Secure Infrastructure for Profitable Services

Maximized Availability of 
all services.



Cardiologist

Ophthalmologist
Neurologist

NephrologistHematologist

Podiatrist

Holistic Approach to Patient Care
Uses a system-wide approach, coordinating with various specialists, resulting 

in the patient’s better overall health and wellbeing. 

What does Visibility Mean?

• Visibility is a business fundamental of 
the telecommunications industry.

• You need to know everything you 
customers are doing, what 
applications are driving your network, 
and understand the direction you 
business is being driven.

• MOST TELECOMMUNICATIONS 
COMPANIES TODAY DO NOT DO 
THIS WITH TCP/IP!



What does Control Mean?

1. You need to know Exactly what is 
going on with your customers and 
your network.

2. You need to be able to shape, 
manipulated, and serve your 
customers based on that 
knowledge.

3. You need to have your network 
stay up beyond five 9s



What does Availability Mean?

• The network must be up for 99.999%
• We do this with the Paul Baran Model of Availability and 

Resiliency.
• Problem: The majority of IP Engineers do not know the 

principles the Paul Baran Model of Availability and 
Resiliency.



It is all about the packet ………

qIt is all about the packet …..
qOnce a packet gets into the 

Internet, someone, somewhere
has to do one of two things:
• Deliver the Packet
• Drop the Packet

qIn the context of DoS attacks, the 
questions are who and where will 
the “drop the packet” action 
occur? 

Internet

POP Border POP BorderOC48

OC12 OC12

Nine
ChOC12

Big 
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Box
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ACLs
QOS

MPLS

High Availability

Compartmentalization

Full Packet Classification

Inter – NOC Communications

BGP

ISIS
ASIC Design

Backplane Design

Clean Pipe Services

OSPFNetflow

Total Customer Visibility

Service Control/Quarantine

Five 9s Reliability

CoPP

RTBL
Sink Holes

SP Security
The Widgets

ASWAN

PIXNAM
ISR

FPME

OER

CSM

Sup720Engine 3 Engine 5

CRS

GTSM

Border Control

Modular Design

The Operator Security Toolkit – Use Everything



PRP

Ingress LC (E3)

CPU

raw queues
To RP
queue

CSAR queue

CPU
Input processes

ASIC

SPD

CPP

4: Receive ACL

3: IP Source Tracker

1: Ingress ACLs and CAR

2: NetFlow

5: CPP (Control Plane Protection)

Security Cannot be an Afterthought!



Ingress Packets Forwarded Packets ToFab to other
Line Cards

To the GRP or PRP

Forwarding/Feature 
ASIC Cluster

Punted Packets

ASIC’s 
Supporting 
CPU

“Firewall” ACLs 
on the Data Plane 
for all packets.

Receive Path Packets

Data Plane

Management Plane

Control Plane

Raw Queue 
Policing

Raw Queue 
Containment 
(Queuing)
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Session specific 
firewalling pushed from 
the RP to the ASIC Edge

What can you do to protect inside a Router?
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Service Provider CustomersInternet

VFW3
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Customer contexts

Integrated QOS in the 
Router’s Hardware 
Compartmentizes 
collateral damage.

Throwing Hardware at the Problem?
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Are You Pushing the Envelop?

• Know your equipment and infrastructure:
• Know the Performance Envelop of all your equipment (routers, 

switches, workstation, etc). You need to know what your 
equipment is really capable of doing. If you cannot do it your self, 
make is a purchasing requirement.

• Know the capabilities of your network. If possible, test it. Surprises 
are not kind during a security incident. 



Peering Point 
Congestion

Origin Server Scalability,
Speed of Light

Internet Backbone Cross-Internet
connections

Premises
Network

Local Loop

Choke Point

“Middle
Mile”

“Last Mile”

Choke Points = Collateral Damage

DOS, Abuse, and Human Behavior

DOS, Abuse, and Human Behavior

Policer Policer



DoS Aggregation Point

ISP CPE TargetHacker

Core Principe to fighting a 
DoS Attack – Don’t allow the 
DoS to Aggregate!



PREPARATION
Prep the network
Create tools
Test tools
Prep procedures
Train team
Practice

IDENTIFICATION
How do you know about the 
attack?
What tools can you use?
What’s your process for 
communication?

CLASSIFICATION
What kind of attack is it?TRACEBACK

Where is the attack coming from?
Where and how is it affecting the 
network?

REACTION
What options do you have to 
remedy?
Which option is the best 
under the circumstances?

POST MORTEM
What was done?
Can anything be done to 
prevent it?
How can it be less painful in the 
future?

Six Phases of Incident Response



Service Provider
Internet Enterprise or DC

203.0.113.1

“HELP”	I’m	being	
attacked.

NOC	might	connect	to	
each	router	and	add	

filter

x

SP NOC

• Ease of implementation and uses well understood constructs
• Requires high degree of co-ordination between customer and provider
• Cumbersome to scale in a large network perimeter
• Mis-configuration possible and expensive

Blocking DDoS in the “Old” Days



Service Provider
Internet Enterprise or DC

203.0.113.1

Victim	initiates	RTBH	
announcement

BGP	Prefix	with	next-hop	
set	to	discard	route.

x

• RFC 3882 circa 2000
• Requires pre-configuration of discard route on all edge routers
• Victim’s destination address is completely unreachable but attack (and 

collateral damage) is stopped.

Destination Remotely Triggered Black Hole (D/RTBH)



• RFC 5635 circa 2005
• Requires pre-configuration of discard route and uRPF on all edge routers
• Victim’s destination address is still useable
• Only works for single (or small number) source.

Service Provider
Internet Enterprise or DC

203.0.113.1

“HELP”	I’m	being	attacked.

NOC	configures	S/RTBH	on	
route	server

x

SP NOC

BGP	prefix	with	next-hop	
pointed	at	discard	and	uRPF

enabled.

Source Remotely Triggered Black Hole (S/RTBH)



Service Provider
Internet Enterprise or DC

203.0.113.1

Victim	initiates	Flowspec
announcement	for	

53/UDP	only

BGP	Prefix	installed	with	
action	set	to	rate	0.

x

• Allows ISP customer to initiate the filter.
• Requires sane filtering at customer edge.

Inter-domain DDoS Mitigation Using Flowspec



• Could be initiated by phone call, detection in SP network, or a web portal 
for the customer.

• Requires co-ordination between customer and provider.

Service Provider
Internet Enterprise or DC

203.0.113.1

“HELP”	I’m	being	attacked.

NOC	configures	Flowpec
route	on	route	server

x

SP NOC

BGP	Prefix	installed	with	
action	set	to	rate	0.

Intra-domain DDoS Mitigation Using Flowspec



• Could be initiated by phone call, detection in SP network, or a web 
portal for the customer.

• Allows for mitigating application layer attacks without completing the 
attack.

Service Provider
Internet Enterprise or DC

203.0.113.1

“HELP”	I’m	being	
attacked.

NOC	configures	Flowpec
route	on	route	server

x

SP NOC

BGP	Prefix	installed	with	
action	set	to	redirect.

Scrubbing
Center

Attack	traffic	is	
scrubbed	by	DPI	

appliance.
Legitimate	traffic	sent	to	

customer	via	GRE,	L2TPv3,	
or	VRF	tunnel.

DDoS Mitigation Using Scrubbing Center



• Could be initiated by phone call, detection in SP network, or a web 
portal for the customer.

• Allows for mitigating application layer attacks without completing the 
attack.

Upstream
Service ProviderInternet Enterprise or DC

203.0.113.1

“HELP”	I’m	
being	

attacked.

NOC	configures	Flowpec
route	on	route	server

x

SP NOC

BGP	Prefix	
installed	with	
action	set	to	

redirect.
Scrubbing

Center

Attack	traffic	
is	scrubbed	

by	DPI	
appliance.

Legitimate	traffic	sent	
to	customer	via	GRE,	

L2TPv3,	or	VRF	tunnel.

DDoS Mitigation Using Scrubbing Center
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Target

POP

ISP - A

ISP - B

ISP - C

ISP - D
ISP - H

ISP - G

ISP - E
ISP - F ISP - I

DDOS Today – We can push back with RTBH



F

Target

POP

ISP - A

ISP - B

ISP - C

ISP - D
ISP - H

ISP - G

ISP - E
ISP - F ISP - I

Cleaner

DDOS Today – Ride out the Attack – On Premise 
Scrubbing
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Target

POP

ISP - A

ISP - B

ISP - C

ISP - D
ISP - H

ISP - G

ISP - E
ISP - F ISP - I

Prolexic

Prolexic

Prolexic

DDOS Today – Ride out the Attack – Off Premise
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Target

POP

ISP - A

ISP - B

ISP - C

ISP - D
ISP - H

ISP - G

ISP - E
ISP - F ISP - I

Kona Site 
Defender

Kona Site 
Defender

DDOS Today – Build more Resilient Services
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Target

POP

ISP - A

ISP - B

ISP - C

ISP - D
ISP - H

ISP - G

ISP - E
ISP - F ISP - I

DNS 

RESOLVER 

DNS 

RESOLVER 

DNS 

RESOLVER 
DNS 

RESOLVER 

DNS 

RESOLVER 

DNS 

RESOLVER 

DNS 

RESOLVER 

Get	list	of	IP	
sources	of	attack!

Now we can remediate as part of a Federation



Pause for Questions



Putting	the	Tools	to	Work	
– DDOS	Attack

323232



SITREP

• Everything is normal in the Network.
• Then alarms go off – something is happening in the 

network.



Customer Is DOSed—Before
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NOC

A

B C
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Target

Peer B

Peer A
IXP-W
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Upstream 
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B Upstream 

B
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Customer Is DOSed—Before—
Collateral Damage

Customers

Attack causes 
Collateral Damage



SITREP – Attack in Progress

• Attack on a customer is impacting a number of customers.
• COLATERAL DAMAGE INCIDENT!
• Immediate Action: Solve the Collateral Damage issues.



Customer Is DOSed—After—
Packet Drops Pushed to the Edge

NOC

A

B C

D

E

F
G

iBGP
Advertises 

List of Black 
Holed 

Prefixes

Target

Peer B

Peer A
IXP-W

IXP-E

Upstream 
A

Upstream 
B Upstream 

B

POP

Upstream A



SITREP – Attack in Progress

• Collateral Damage mitigated
• Customer who was attacked has PARTIAL SERVICE.
• DOS Attack is Still Active
• Options:

• Sink Hole a part of the traffic to analyze.
• Watch the DOS attack and wait for Attack Rotation or 

cessation.
• Activate “Clean Pipes” for a Full Service Recovery.



Corp Network

Remote Triggered Drops & BGP Communities

Core

Data Center POP/Customer

Upstream A
Peer X

Peer Y

Communities
1, 100, 200

Community abc

Communities 1, 
100, 300

Communities 1, 
100, 300

Community hijCommunity efg



SITREP – Attack in Progress

• Collateral Damage mitigated
• Customer who was attacked has PARTIAL SERVICE.
• DOS Attack is Still Active
• Action: Monitor the Attack & Get more details on the Attack 

– Use BGP Community based triggering to send one 
regions flow into a Sink Hole



Peer B

Peer AIXP-W

IXP-E

Upstream 
A

Upstream A

Upstream 
B Upstream B

POP

Customer

Primary DNS 
Servers

171.68.19.0/24

171.68.19.1

Services Network

Sinkhole

Sinkhole

Sinkhole

Sinkhole

Sinkhole

Sinkhole

Sinkhole

Send DOS to 
Sink Hole.

BGP Community Trigger to Sinkhole



Analyze the Attack

• Use the tools available on the Internet and from Vendors to analyze the 
details of the attack.

• This will provide information about what you can or cannot do next.

To ISP Backbone

To ISP 
Backbone

To ISP Backbone

Sinkhole Gateway

Target Router

Sniffers and 
Analyzers

Netflow Honeypot

Dark IP Logging



SITREP – Attack in Progress

• Collateral Damage mitigated
• Customer who was attacked has PARTIAL SERVICE.
• DOS Attack is Still Active
• Action: Provide the Customer who is the victim with a Clean 

Pipes FULL SERVICE RECOVERY (off to vendor specific 
details).



What is Full Service Recovery

• “Clean Pipes” is a term used to describe full service recovery. The 
expectations for a full service recovery is:
• DDOS Attack is in full force and ALL customer services are operating 

normally – meeting the contracted SLA.
• The Device used for the full service recovery is not vulnerable to the DDOS 

& the infrastructure is not vulnerable to collateral damage.
• Full Service Recovery/Clean Pipes products are very specialized. 

Talk to the appropriate vendor.



Full vs Partial Service Recovery

• Partial Service Recovery is easy … push back the attack to 
the ASN Edge. 

• Full Service Recover requires focused planning around the 
key services. 



Pause for Questions



What’s Next?

• Download White Papers, Blogs, Workshop Materials from 
www.senki.org

• Connect! Barry connects to peers, colleagues and aspiring 
talent via Linkedin (www.linkedin.com/in/barryrgreene/). You 
can also follow on Barry on Twitter (@BarryRGreene) or his 
blogs on Senki (www.senki.org).


