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Control. While the rise of digital authoritarianism cuts across different regime 
types and implicates companies developing cutting-edge technologies, a common 
element across these efforts is surveillance and control. The international sale 
and government contracting of these new and powerful tools drive us toward an 
uncertain, potentially less democratic future.

BUILDING AN INFORMATION WALL

The first tactic in the digital authoritarian toolkit is to establish information 
walls through fear, friction, or flooding. While employing traditional methods of 
repression and punishment to censor through fear, digital authoritarians also make 
it more difficult for citizens to access information through internet shutdowns, 
firewalls, and paywalls. In addition, digital dictators target traditional democratic 
values and freedoms by flooding the internet and other outlets for speech, press, 
and assembly. Inauthentic accounts (“bots”), deepfakes, and new tools of digital 
propaganda help states amplify narratives, build polarization, and increase “us 
versus them” divisions.

With information walls, regimes can shape public opinion in newly-sophisticated 
ways by establishing state control over the messages their population can 
access—and the information they do not. Without advanced communications 
technologies, these groups will be unable to contribute to online discussions or 
mobilization, benefit from economic growth associated with internet access, or 
raise global awareness of humanitarian abuses.

These novel censorship techniques make authoritarian regimes more repressive 
and potentially more durable. As Andrea Kendall-Taylor, Erica Frantz, and Joseph 
Wright describe:

Digital autocracies have grown far more durable than their pre-tech 
predecessors and their less technologically savvy peers. In contrast to what 
technology optimists envisioned at the dawn of the millennium, autocracies 
are benefiting from the Internet and other new technologies, not falling 
victim to them.

CONTROL DATA, CONTROL THE FUTURE
The second digital authoritarian tactic is to gather information about citizens and 
consumers, driven by advances in data analytics and machine learning. The basis 
of these new technical capabilities—ranging from mass facial recognition systems 
to predictive policing—is data. Citizens in both democratic and authoritarian 
countries face an increasingly self-sustaining cycle of surveillance and data 
extraction that is reducing individual consent:
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1.	The introduction of consumer digital devices into every element of daily life 
increasingly enables mass collection of personal, biometric, consumer, and 
other data.

2.	Increasing computing power facilitates large-scale data analysis with 
sophisticated artificial intelligence (AI)/machine learning (ML) techniques.

3.	There is a growing mutual benefit and collaboration between illiberal 
governments and companies based in both Western democracies and within 
authoritarian states themselves. Authoritarian regimes offer data access 
without regulation in what one interviewee for this project called “techno-
authoritarian synergy.”

4.	These massive datasets are used for technical research and to further 
development of AI/ML, autonomous systems, and augmented reality/virtual 
reality (AR/VR).

5.	These new technologies will increasingly gather information and mine more 
training data for subsequent research, in addition to their use in repression.

LIVING UNDER DIGITAL CONTROL
These new methods of control are often based on surveillance and data collection, 
which could make their infringement on democratic freedoms and privacy 
less obvious and therefore less likely to provoke public objection. For instance, 
predictive policing uses past data to anticipate when, where, and which individuals 
are likely to be involved in a crime—a process that relies on correlation and pre-
emption. As the quantity and wide source of data grow, digital authoritarians 
could instead use autonomous policing for crowd control and surveillance, 
drawing upon their full arsenal of AI, robotics, facial recognition, and autonomous 
decision-making. This possibility would make it easier for governments to abuse 
their own citizens, while raising well-known risks of bias and discrimination in AI 
that could have repressive, and likely often lethal, consequences.

Looking to the future, digital authoritarianism may face counter-innovation from 
tech-savvy activists. For instance, designers have created clothing and accessories 
to trick facial recognition software, while open-source satellite imagery analysts 
have identified forced labor and detention camps in China. In the future, AI 
identification of deepfakes could combat information operations and point out 
human rights abuses, and software developers could help users prevent malicious 
software updates that enable digital surveillance. 

Yet, the digital dictator will be pragmatic, resourceful, and connected to a global 
network of governments and companies that mutually benefit from sharing 
data and funding research projects. This next innovation in authoritarianism 
will increasingly encourage self-censorship and cyber sovereignty to reduce 
the influence of democracy activists and free press, both at home and abroad. 
These technological trends fit into a broader crisis of liberalism and democratic 
backsliding resulting from multiple economic, political, and cultural challenges 
in Western democracies. Over the next ten years, democratic institutions 
worldwide will continue to face a growing threat from the entrenchment of digital 
authoritarianism—unless we take steps now.

M. Nina Miller is a former research analyst with Technology for Global Security. Before joining T4GS, Nina interned with the 
Nuclear Threat Initiative’s Global Nuclear Policy Program and Scientific and Technical Affairs teams. She holds a B.A. (Interna-
tional Honours) from the Joint Degree Programme between the College of William & Mary and the University of St Andrews.

This ongoing series from 
Technology for Global 
Security (T4GS) and the 
Center for a New American 
Security (CNAS) examines 
the elements and potential 
implications of digital 
threats to democracy over 
the next ten years. This post 
breaks down the drivers of 
our next trend: increased 
digital authoritarianism.

https://crackedlabs.org/en/corporate-surveillance
https://theintercept.com/2019/07/11/china-surveillance-google-ibm-semptian/
https://theintercept.com/2019/07/11/china-surveillance-google-ibm-semptian/
https://www.publicaffairsbooks.com/titles/samuel-woolley/the-reality-game/9781541768253/
https://www.publicaffairsbooks.com/titles/samuel-woolley/the-reality-game/9781541768253/
https://www.tandfonline.com/doi/pdf/10.1080/01900692.2019.1575664?needAccess=true
http://www.qil-qdi.org/wp-content/uploads/2017/10/03_AWS_Spagnolo_FIN-3.pdf
https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/
https://dash.harvard.edu/bitstream/handle/1/37356411/Harm-Reduction%20Framework.pdf?sequence=1
https://www.businessinsider.com/clothes-accessories-that-outsmart-facial-recognition-tech-2019-10
https://www.newyorker.com/magazine/2020/03/16/dressing-for-the-surveillance-age
https://www.aspi.org.au/report/uyghurs-sale
https://www.wired.com/story/ai-deepfakes-cant-save-us-duped/
https://www.wired.com/story/ai-deepfakes-cant-save-us-duped/
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/big-brother-getting-more-tech-savvy-heres-how
https://www.aclu.org/blog/privacy-technology/surveillance-technologies/big-brother-getting-more-tech-savvy-heres-how
https://www.wsj.com/articles/chinas-challenge-to-democracy-1524756755
https://carnegieendowment.org/2019/09/17/global-expansion-of-ai-surveillance-pub-79847
https://carnegieendowment.org/2019/09/17/global-expansion-of-ai-surveillance-pub-79847
https://www.cima.ned.org/publication/new-wave-censorship-distributed-attacks-expression-press-freedom/
https://www.ft.com/content/ba94c2bc-6e27-11ea-9bca-bf503995cd6f
https://www.brookings.edu/research/democracy-disorder-the-struggle-for-influence-in-the-new-geopolitics/

