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Executive Summary

In the last few years, a number of leading AI labs, including OpenAI, Anthropic, Meta, Google Deepmind, Inflection AI, and Stability AI, among others, have released highly capable artificial intelligence (AI) foundation models. While some models remain highly restricted, limiting who can access the model and its components, other models and their developers provide fully open access to model weights and architecture. The potential benefits of these more open postures are generally well understood, but specific risks much less so. As a result, this effort turned our attention to the risks, seeking to answer the question:

How does access to AI foundation models and their components impact the risk they pose to individuals, groups, and society?

This question has been asked and answered, but in broad and undefined ways. There is currently no clear mechanism for understanding the risks that may arise as models are opened to greater levels of access, not least because, in light of recent industry developments, it is clear that the “open” versus “closed” framing does not sufficiently capture the full spectrum of access in the AI ecosystem.

To address this analytical gap and identify the risks and opportunities posed by increased access to highly capable foundation models, the Institute for Security and Technology (IST) convened a working group and conducted surveys and expert interviews with representatives from leading AI labs, industry, think tanks, and academia over the course of the last six months.

This report is the result of this work, combined with our own independent research and analysis. This report first provides a brief background on the technical history and ongoing debate around open access to foundation models. It then identifies categories of opportunity and risk created by cutting-edge AI, and outlines a gradient of access to these models. Finally, this report maps the relationship between specific types of risk at varying levels of access in the form of a matrix.

---

1 We draw from Elizabeth Seger et al., “Open-Sourcing Highly Capable Foundation Models,” Centre for the Governance of AI (2023), which defines foundation models as those machine learning models that “exhibit high performance across a broad domain of cognitive tasks, often performing the tasks as well as, or better than, a human.”
This novel analytical approach produces a number of preliminary conclusions regarding real and potential risks, each of which will be further explored throughout this report.

**Conclusions include:**

» Uninhibited access to AI foundation models and their components significantly increases the risk these models pose across a range of categories, as well as the ability for malicious actors to abuse AI capabilities and cause harm.

» Specifically, as access increases, the risk of malicious use (such as fraud and other crimes, the undermining of social cohesion and democratic processes, and/or the disruption of critical infrastructure), compliance failure, taking the human out of the loop, and capability overhang (model capabilities and aptitudes not envisioned by their developers) all increase.

» At the highest levels of access, the risk of a “race to the bottom”—a situation in which conditions in an increasingly crowded field of cutting-edge AI models might incentivize developers and leading labs to cut corners in model development—increases when assuming a “winner takes all” dynamic.

» As access increases, the risk of reinforcing bias—the potential for AI to inadvertently further entrench existing societal biases and economic inequality as a result of biased training data or algorithmic design—fluctuates.
Introduction

Allowing fully open access to powerful AI models is a new phenomenon. Most advanced general purpose language models have been built almost exclusively by a few commercial, well-funded AI labs, which tend to limit access to them via a frontend product integration for general users and an Application Programming Interface (API) for developers. While some AI components like toolkits, frameworks, and benchmark data sets have routinely been open sourced, in recent months, labs offering direct access to the source code of ever-larger foundation models have drastically altered AI ecosystem dynamics and development cycles.

Broader access to AI models presents a number of benefits; for example, increased transparency fuels rapid innovation and enables stress-testing, red teaming, and vulnerability identification by a wider developer and user base. However, increased access also widens the space for actors who might misuse models by lowering the barrier of entry for model development and fine-tuning. Open access to these models raises questions about safety and security, among a range of other issues.

In this report, we first briefly delineate a history of access to AI foundation models, exploring technical developments and public discourse in the ecosystem. We then outline in detail distinct categories of opportunity and risk posed by the development and proliferation of cutting-edge AI technologies. In an effort to define levels of access, the report next identifies a gradient of access to AI foundation models ranging from fully closed, paper publication, query API access, and modular API access to gated downloadable access, non-gated downloadable access, and fully open access. Finally, the report introduces an assessment matrix that identifies the impact of each level of access across each category of risk.

It is our intent to provide a more specific, detailed breakdown of these elements to inform the broader debate and the decisions to be made by developers, industry leaders, and policymakers to anticipate and hopefully mitigate these risks. The conclusions reached so far through the efforts of this working group point to the need for clear technical mechanisms and policy interventions in order to maintain continued benefits while ensuring these new capabilities do not cause harm. In the end, the aim of this project is to help identify, reduce, and mitigate the potential for that harm.
Methodology

This report and accompanying matrix are the result of extensive research and collaboration. The categories of risk and opportunity outlined in this report are drawn from IST staff research; expert interviews and a survey sent to representatives of leading AI labs, think tanks, governments, and academic institutions; and a series of closed-door working group meetings with AI developers, researchers, and practitioners. The report draws on existing research and working group insights to develop the gradient of access outlined in this report and the resulting matrix. The matrix was iteratively developed through many rounds of debate, discussion, and synchronous and asynchronous refinement.

Due to the rapidly evolving technological landscape and the novelty of many topics discussed in this report, we note that not all of our conclusions are derived from existing research or data. On occasion, we rely on the collective judgment of experts in our working group to address gaps in the available literature and assess the impact of what are inherently novel technical capabilities. In such cases, this report calls attention to such judgments and provides supporting rationale.

History of Access to AI Foundation Models

To effectively identify the risks and opportunities resulting from increased access to highly capable foundation models, it is valuable to first understand the history of the ecosystem, as well as its current dynamics. This section outlines similarities between past open source debates, a brief timeline of relevant major technological advances, and attempts to capture the prevailing themes accompanying public discourse.2

2 Given the rapidly changing nature of the AI ecosystem, we note that some of the data and information in this section may already be out of date by the time of publication.
Open Source Framing in the AI Ecosystem

Many working group experts noted that public discourse on access to AI models tends to borrow from the decades-long debate on the risks and benefits of open source vs. proprietary systems. This includes the late 1990s debate regarding the use of open source software in supercomputing systems, and more recent discussions about open source security and reliability,3 the cost and accessibility of widely-used software, the mechanisms for funding innovation, the enabling of software customizability, market competition and legal and compliance issues, and the desire for interoperability and open standards. For example, a September 2000 report from the President’s Information Technology Advisory Committee argues that the open source development model represents a viable strategy for producing high quality software and offers potential security advantages over the traditional proprietary development model, while acknowledging that not all risks can be foreseen.4,5

Though today’s technological frontier looks vastly different than that of the 1990s and early 2000s, discourse around the openness of AI models remains similar: while openness can enable rapid innovation and scientific progress, and even increase security and the hardening of systems over time, it can simultaneously exacerbate existing risks, or even create significant new ones. However, in light of recent industry developments, it is clear that the “open” versus “closed” framing does not sufficiently capture the full spectrum of access or risk in the AI ecosystem. Additionally, developments in the AI space have further complicated the already complex and often contentious definition of the open source term itself, with some companies claiming to have “open sourced” a model which does not adhere to the Open Source Institute’s definition of open source software. While there are many open source licensing approaches,6 most grant developers the right to freely modify and build on top of existing open source software. In contrast, Meta branded their LLaMA 2 model as open source, but requires a license fee for developers with more than 700 million daily users, and disallows other models from training on LLaMA 2.7

4 President’s Information Technology Advisory Committee, Report to the President.
A Timeline of Major Technological Advances

While some in the technical community have been developing open source AI models for years, EleutherAI, founded in July 2020, was the first company to coalesce around the movement. Their work focused initially on “providing access to cutting-edge AI technologies by training and releasing models, and promoting open science norms in Natural Language Processing.” For two years, the movement slowly gained steam, until the summer of 2022, when industry efforts to promote increased public access to AI models significantly expanded. Hugging Face, a French-American company that develops tools and resources to build, deploy, and train machine learning models, enlisted BigScience, a coalition of volunteer researchers and academics (many of whom were members of EleutherAI), in its efforts to develop a fully open foundation model. The subsequent release of BLOOM, a multilingual, open source system designed for researchers, marked a significant step forward in the general public’s ability to access and tweak AI models. Another early move came in the fall of 2022, when Meta contributed its open source PyTorch machine learning framework to the Linux Foundation to further accelerate the development and accessibility of the technology.

In February 2023, as discourse around the risks and opportunities posed by increased access to AI models became increasingly mainstream, Meta released LLaMA under a noncommercial license focused on research use cases. Meta stated that “access to the model will be granted on a case-by-case basis to academic researchers; those affiliated with organizations in government, civil society, and academia; and industry research laboratories around the world.” Upon its release, Yann LeCun, Meta’s chief AI scientist, said, “the platform that will win will be the open one.” One week after Meta began fielding requests to access LLaMA, the model and model weights leaked online, sparking further debate about the technical mechanisms and business strategies that facilitate access to cutting-edge research in a time of unprecedented technological change.

---

10 “Update,” BigScience.
13 “Introducing Llama,” Meta.
Following the release of LLaMA and the online leak, the AI ecosystem saw a period of intense and rapid innovation, with mere days separating major developments. Variants of LLaMA with a range of unique functionalities proliferated, many of which built on each other. Notably, Hugging Face then teamed up with Meta for its LLaMA 2 release, allowing for its integration on the Hugging Face platform instead of further developing BLOOM.

Also in February 2023, researchers at Google DeepMind open sourced their TRAnsformer Compiler for RASP (Tracr), a tool that a Google DeepMind study suggested might be used in controlled experiments to reveal insights into the components of some large language models (LLMs).

In April 2023, Anthropic quietly expanded access to the “private alpha” version of its chat service Claude at an open source AI meetup in San Francisco. Today, anyone can use Claude on the chatbot client Poe, and many developers have access to Claude and Claude 2 via APIs. Further, Claude 2 is accessible to U.S. and UK users via a beta chat system. Similarly, Stability AI released a suite of open source LLMs called StableLM that were developed in collaboration with the nonprofit EleutherAI. In a blog post, Stability AI announced that its models are now available for developers to use and adapt on GitHub. The company made its text-to-image AI available in several ways, including a public demo, a software beta, and a full download of the model, allowing developers to alter the tool and design various integrations.

In May 2023, Abu Dhabi’s Advanced Technology Research Council (ATRC) open sourced the foundation model Falcon 40B for research and commercial use, marking a significant

---

16 Unique functionalities include instruction tuning, quality improvements, multimodality, and Reinforcement Learning from Human Feedback (RLHF), among others.
19 Tracr translates human-readable programs into transformer models, and is intended for research in mechanistic interpretability, a form of reverse engineering.
milestone for foundation model development and the open access push outside of the United States.

Also in May 2023, an internal Google memo was leaked online alleging the challenges that increased access to cutting-edge AI models pose to leading AI labs. It stated that open source models are “lapping” Google by addressing “major open problems” facing leading labs. Some examples included LLMs designed to be used on a smartphone, such as running foundation models on a Pixel 6; scalable personal AI, such as fine tuning personalized AI models on laptops; and multimodality, where models can integrate and respond to numerous mediums of content or data, such as translating natural language prompts into image outputs.

Also in May, Stability AI published a paper stressing the importance of open sourcing AI models for transparency and competition in advance of a congressional hearing on the topic, while Meta’s Yann LeCun called the growing secrecy around AI models developed by Google and OpenAI a “huge mistake,” arguing that consumers and governments will refuse to embrace AI if it is under the control of only a handful of powerful American companies.

Some employees from Google, OpenAI, and others have been critical of Meta and the broader push towards increasing access to models, saying that allowing fully open access to cutting-edge AI technology is dangerous. Despite these concerns, reports circulated in May 2023 indicated that OpenAI was preparing to release a new open source LLM to the public. Hugging Face also announced the launch of an open source alternative to ChatGPT called HuggingChat, although it remains unclear whether HuggingChat can be used commercially due to licensing issues (the model is based on Meta’s LLaMA, which lacks a commercial license).

---

In early July 2023, details about OpenAI’s GPT-4 leaked online, indicating that the model had over 10 times more parameters than its predecessor, GPT-3. A week later, Meta and Microsoft jointly released the aforementioned LLaMA 2, the next generation of their open-source LLM, along with a “cookbook” for fine-tuning the model. LLaMA 2 is free to download for both research and commercial use.

In December 2023, more than 50 organizations led by Meta and IBM signed on to the AI Alliance, a “community of technology creators, developers and adopters collaborating to advance safe, responsible AI rooted in open innovation.” Alliance members note the need for responsible approaches to tackling risk, and remain committed to working on open foundation models, including highly capable multilingual, multi-modal, and science models, marking a collective push against companies building closed models like OpenAI, Google, and Anthropic.

**Public Discourse on Model Access**

Since the Google memo leak, public discourse around increased access to AI models has exploded in volume and pushed the dialogue into two primary and historically familiar camps: those in favor of allowing widespread and increased access to cutting-edge models, and those concerned about the potential risks associated with unmediated access. Some make the argument that responsibility lies not with the developers of foundation models, but with app developers and users instead. Governments and policymakers are also leaning into this conversation.

While not specifically referencing access to models and their components, the Cybersecurity and Infrastructure Security Agency (CISA) Director Jen Easterly indicated grave concern about AI risks in a May 2023 speech, and in a Judiciary subcommittee hearing with representatives of leading AI companies that same month, Missouri Senator Josh Hawley asked, “will we strike that balance between technological innovation and our ethical and moral responsibility

---

to humanity?“43 While these comments were not focused on the access component exclusively, they highlight growing concern among policymakers and government entities about AI-driven risks. As confirmed through the working group process, these risks directly intersect and interact with increased access.

Concern about potential risks of increased access to AI models has also expanded to the European Union (EU) context, where the AI Act was voted out of committee in early May.44 While the Act has not yet been adopted, the agreed-upon legislation subjects some proprietary foundation models to restrictions, while granting broad exemptions to open source models..45

In June 2023, French President Emmanuel Macron announced new funding for an open “digital commons” for French-made generative AI projects, saying “On croit dans l’open-source”46 (We believe in open-source) and putting the weight of the French government behind the open access movement. Also in June 2023, Senate Majority Leader Chuck Schumer led a bipartisan coalition in writing a letter to coalesce support around ensuring the safe and ethical development and deployment of AI.47 The letter stressed the challenges posed by a lack of technical knowledge in efforts to create regulatory and other frameworks around AI, stating “[t]he advances we have seen in Artificial Intelligence (AI) in the last few months have been astounding...[a]s AI transforms our world, the Senate must keep abreast of the extraordinary potential, and risks, AI presents.”48

In July 2023, the Cyberspace Administration of China (CAC) unveiled a set of AI guidelines that encourage the innovative use of generative AI across industry,49 urge companies to participate in the formulation of international norms for generative AI, and highlight China’s support for the development of “secure and trustworthy” chips, software, data, and computing

---

48 Senate Democrats, “Leader Schumer Leads Bipartisan Dear Colleague Letter,”
power. However, the Chinese government and these guidelines have yet to address the question of open access.

On October 30, 2023, U.S. President Joseph Biden issued Executive Order (E.O.) 14110 on the Safe, Secure, and Trustworthy Development and Use of Artificial Intelligence, focusing heavily on so-called “dual use” models—a clear nod to technologies that have military applications and thus are subject to export controls. While the order does not specifically address the open access question, Section 4.6 seeks to understand the implications of models with “widely available weights,” indicating a focus on the technical components of models that allow increased access. Among other responsibilities, the E.O. tasks the National Telecommunications and Information Administration (NTIA) with preparing a report to assess the risks and benefits that arise when model weights are open sourced. Further, the E.O. directs the Secretary of Commerce, acting through the Director of the National Institute of Standards and Technology (NIST) to establish the U.S. Artificial Intelligence Safety Institute to lead efforts on AI safety and trust. The Institute will develop guidelines and best practices with the aim of promoting consensus industry standards for developing and deploying safe, secure, and trustworthy AI systems. The Institute’s work will no doubt have an impact on the debate around open access and potential risk.

---

Categories of Opportunity and Risk

Continued AI advancements and adoption will deliver significant benefits across the global economy, but also introduce risks that are less well understood and, admittedly, somewhat speculative. While this report is focused on the risks of access to powerful AI foundation models and their components, we also provide a summary of some of the benefits of open access to these capabilities as identified by the working group and our independent research for context and balance.

Identified Opportunities

AI’s potential uses and benefits are difficult to fully imagine, let alone represent, but minimally include improved cyber defenses, increased scientific development, expedited economic development, and improved quality of life.

» **Improved cyber defenses:** Concern that malicious actors will leverage AI to carry out a range of cybercriminal activities is at least in part offset by the potential of AI to improve cyber defenses.\(^{54}\) AI can provide flexible decision making mechanisms and computational intelligence capabilities to defensive systems and increase human capacity to scan for and identify vulnerabilities.\(^{55}\) It is worth noting that this increased detection capacity will only translate to defensive gains if accompanied by a restructuring of existing vulnerability management and mitigation processes and procedures, to include training the humans that will continue to be required for system oversight and management.

» **Increased scientific development:** AI holds the promise of accelerating progress in scientific discovery, including within the fields of medicine, climate science, and beyond.\(^{56}\) It could also facilitate collaboration and knowledge sharing among researchers and developers by enabling the collection, processing, and storage of data in distributed

---


and crowd-sourced environments. Access to these capabilities has and will continue to dramatically expand the ability of an increasing number of developers to push these frontiers.

> **Expedited economic development:** AI holds the potential to alleviate some costs and other burdens associated with economic development, to include those faced by low- and middle-income countries, by facilitating bespoke or low-cost solutions to a range of economic challenges. AI might increase labor productivity, create a new “virtual workforce” capable of solving problems and self-learning, and encourage a diffusion of technological innovation, creating new revenue streams.

> **Improved quality of life:** AI has the potential to improve individual lifestyles, for example through AI personal assistants to save time, personalized medicine to increase health and longevity, complex problem solving capabilities, scalable coordination between humans and AI technologies enabling collaboration across diverse geographies, and individually tailored uses of products and services.

### Identified Risks

For the purposes of this report, the risks posed by the development and proliferation of AI technologies include fueling a race to the bottom, malicious use, capability overhang, compliance failure, taking the human out of the loop, and reinforcing bias.

> **Fueling a race to the bottom:** At the time of writing, an all-out race among leading AI labs is underway to develop and promote their respective foundation models for broader adoption by technology stakeholders. As with other foundational technologies—like operating systems and mobile, cloud, and social media platforms—the common expectation

---


is that the community will likely coalesce around a few leaders in the foundation model adoption race, upon which additive contributions, tailoring, and integrations will be built for the foreseeable future. This dynamic might fuel a race to move products to market as quickly as possible, which could incentivize developer organizations to cut corners in addressing safety, security, and ethics issues. This race to the bottom dynamic is not hypothetical; it has been a persistent concern in the AI space for years, and is now being exacerbated by the breakneck speed and power of innovation.

» **Malicious use:** Unsurprisingly, malicious actors are continuously improving their tools and tradecraft to undermine the safety and security of individuals, groups, or society. Malicious use of AI can result in a range of harms to digital, physical, and political systems, and might include:

- **Fraud and other crime schemes** enabled by AI-generated social engineering content, particularly when targeting at-risk populations (e.g., children and the elderly).
- **The undermining of social cohesion and democratic processes** through targeted disinformation campaigns that seek to sow discord or confusion, particularly within the context of elections and political transitions.
- **Human rights abuses** by expanding the ability of authoritarian states to surveil, constrain, and oppress minorities and dissidents.
- **Disruption of critical infrastructure** by providing malicious actors with offensive cyber capabilities that outmatch defenses or by introducing cybersecurity vulnerabilities to critical systems, and
- **State conflict** by contributing to the capabilities of adversarial or revanchist states looking for the means to overcome power and information asymmetries, including through economic, military, intelligence, cyber, cognitive, and/or information operations.

» **Capability overhang:** AI foundation models have exhibited capabilities and aptitudes not envisioned by their developers, commonly referred to as a “capability overhang.”

---


Examples include the use of new prompting techniques to enhance model performance, the discovery of new failure modes for AI systems long after their initial release, or more specific cases like simulating a Virtual Machine inside ChatGPT. Such unexpected capabilities may also emerge as a result of subsequent fine-tuning. The implications of this risk category remain highly speculative, as it is impossible to evaluate its ramifications without understanding the specific nature of a particular latent, undiscovered capability.

» **Compliance failure**: Verification mechanisms, technical safeguards, and legal guardrails instituted to manage AI risks are only effective when adhered to by developer organizations and users. These controls are increasingly difficult to enforce as the level of access to a model increases, to the point where enforcement may become impossible.

» **Taking the human out of the loop (HOOTL)**: Despite its prominence in science fiction, concern that humans might one day lose control of AI systems is legitimate and should be accounted for from the outset. This can include a model’s ability to make decisions autonomously and act on them without human verification, to strategically deceive users without being instructed to do so, to self-improve or even self-replicate, and to call each others’ APIs without human oversight (e.g., UC Berkeley’s Gorilla LLM, a fine-tuned LLama-based model that can access tools via API calls without a human in the loop). Such concerns were the central theme of IST’s February 2023 work on the risks posed by the integration of AI into nuclear command, control, and communications (NC3).

» **Reinforcing bias**: AI models with flawed algorithmic design or trained on biased data have the potential to further entrench existing societal biases and economic inequality.

Gradient of Access to AI Foundation Models

AI models are composed of a number of components, all of which are required to train and run them.\(^{84}\) This makes access considerations more complex than a binary “open” or “closed” distinction that may be appropriate in other contexts, like software, and which is often used to describe access in colloquial terms. Developer organizations can choose to share any combination of these components with any subset of users, resulting in a wide range of potential risks and opportunities.\(^{85}\) The most commonly released model components include:\(^{86}\)

- **Model architecture**: Code that specifies the structure and design of an AI model.
- **Model weights**: Variables or numeric values used to specify how an input is transformed into an output.
- **Inference and training code**: Used to implement the trained model.
- **Algorithms**: Used to optimize or fine-tune the model weights during training.

Given the range of components that developers can choose to release publicly or retain internally, a gradient of access approach is most appropriate to describe levels of access.

The gradient we identify draws on a foundational paper by Irene Solaiman that outlines a gradient of generative AI release,\(^{87}\) along with a number of other critical insights from researchers like Percy Liang and his team at Stanford,\(^{88}\) and Toby Shevlane,\(^{89}\) in addition to research from other working group members. Our gradient ranges from “fully closed” proprietary models, in which all aspects and components of the system are inaccessible outside the developer organization, to “fully open” models in which all aspects of the system are accessible and downloadable, including all components. We note that this gradient is necessarily reductive; additional variables that may impact risk, such as release timing

---

84 For a more detailed explanation of AI components, see Appendix A of “Open-Sourcing Highly Capable Foundation Models.”
86 Seger, “Open-Sourcing Highly Capable Foundation Models.”
and distribution constraints other than gating, are not considered. Our resulting gradient identifies seven levels of model access.

**LEVEL 0: FULLY CLOSED**

Fully closed, proprietary models are those in which all aspects and components of an AI system are inaccessible outside the developer organization, or even restricted to a specific subsection of an organization. Examples include DeepMind’s Gopher and Google’s Imagen.

**LEVEL 1: PAPER PUBLICATION**

Developer organizations sometimes publish technical papers that provide details about models before or after they are released. Not long ago, the level of transparency in research papers was one of the most contentious topics in this debate, now greatly superseded by the more intense discussions around release of actual models and components themselves. Publishing technical papers on cutting-edge models can contribute to the development of protections against misuse, but can also provide proof that certain model capabilities are possible and reveal general ideas that can be built upon. Further, technical papers may detail a model’s training process and code, including configuration settings and telemetry collected during training. While papers differ in technical detail, in some instances they can significantly ease the effort required for actors to replicate and/or fine-tune models. For example, publishing a model’s optimal parameters would make a pre-trained AI model more capable (and possibly dangerous), and releasing the code used to clean, label, and load the training data into the model would reduce the burden on actors attempting to reproduce model weights.

---

93 Solaiman, “The Gradient of Generative AI Release.”
94 George Lawton, “The role of AI parameters in the enterprise,” TechTarget (2023), helpfully described “parameters” as follows: “One way to understand AI parameters is to picture a cartoon representation of a deep learning neural network with lots of knobs that are wired together. When you present an input to the neural net (say a sentence or an image), these knobs control an enormous number of very simple computations that transform the input into an output via a large number of intermediate steps called layers. When you want to train such a network, you repeatedly present it with an input and the desired output, and you use the difference between the actual output and the desired one as a guide to how to adjust the knobs to make the network do better on this input-output pair in the future....The value of each knob is called a parameter.”
The risks and opportunities associated with such publications rest on two primary factors: what exactly the paper contains, and the potential that others could have obtained the same knowledge through other legitimate means, sometimes referred to as counterfactual possession. Ultimately, actors who stand to benefit the most from the publication of technical papers exist in a “Goldilocks zone” of capability: they are sufficiently capable to understand and apply the knowledge outlined in the paper, but not able to independently discover it.  

**LEVEL 2: QUERY API ACCESS**

At the query API access level, AI systems remain hosted on the developer organization’s servers, but allow outside users to interact with them directly. Some examples of tasks that can be facilitated via query API access include computer vision (image and object recognition), speech recognition (speech-to-text or vice versa), natural language processing (written question/answer), document parsing, and content generation. OpenAI’s ChatGPT-2 is one example of a model with query API access. Critically, query API access only allows users to obtain a model’s output, not information about its inputs or how it reached a given output, nor access to model components that may provide additional insight into its “decision making process.” While it is possible that users are able to infer some information about how a model reached a given output, for example through smart prompt injections or jailbreaking, acquiring this knowledge requires time and effort, and is not the same as having direct access to these insights.

This level of access typically includes safety measures or filters to prevent users from abusing the system or to prevent the system from producing harmful or undesired outputs, like child sexual abuse material (CSAM). It also allows the developer organization to maintain control over the model’s use, allowing for more centralized efforts to screen out harmful inputs, mitigate bias, and manage quality. For example, rate limits imposed in a query API access scenario restrict the number of times a user can access the server within a specific period of time to prevent automated data scraping or malicious use such as denial of service attacks. Developer organizations can also revoke query API access if new vulnerabilities are discovered or unforeseen risks arise.

---

LEVEL 3: MODULAR API ACCESS

Modular API access, sometimes also called “advanced API access” or “research API access,” allows users greater insight into models at a similar level of functionality as described in Level 2. This level describes AI systems that remain hosted on the developer organization’s servers, but allow outside users to directly interact with them and, importantly, obtain information about a model’s training methodology or inputs. For example, some developer organizations may choose to grant users access to a range of system components, which may allow users to glean insight into a model’s functionality, thereby enabling them to better scrutinize a model’s output. Despite this increased access, developer organizations can still revoke modular API access if new vulnerabilities are discovered or unforeseen risks arise.

Modular API access allows research activities to be carried out, but with oversight and controls to prevent the model from being modified or fine-tuned. By hosting models at this level of access on their servers and granting access via APIs, developer organizations are able to monitor and log user interactions, facilitating their ability to trace the origin and evolution of possible harms and prevent users from fine-tuning or replicating models. However, while a researcher with modular API access is unlikely to be able to create a fine-tuned version of the model itself, they may be able to infer sufficient details about the model’s components and system information to increase the risk of reverse engineering.

In many cases, models released initially for query API access are later made available to researchers under modular API access by allowing access to specific components or modules of a model over a period of time. This process of gradually increasing access to model components and modules is known as “structured access.” OpenAI’s GPT-2, for example, was released initially in February 2019 as a 124 million-parameter language model. Over the course of the next nine months, OpenAI released five versions of GPT-2, each time increasing the number of parameters, with the final release in November 2019 featuring a 1.5 billion-parameter version of the model. This allowed time between model releases for researchers to analyze the model’s functionality and associated risks and benefits, and ultimately increased OpenAI’s confidence in the safety of the models before release. Other developer
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organizations have used similar techniques regarding access, such as in the case of GROVER, a model released in June 2019 by the Allen Institute for Artificial Intelligence at the University of Washington, and Hugging Face.\textsuperscript{104,105}

### Downloadable Access

Developer organizations may choose to make a model and its components available for download to user servers with certain restrictions, typically involving the withholding of some system components, such as the model’s training datasets or model weights. While a model’s size and minimum computing resources will limit who is capable of running it locally (for example, average consumer hardware is unlikely to support large, powerful, downloadable models at the time of writing), capable actors may be able to fine-tune model architecture, remove safety features, and potentially repurpose models for malicious use. It is worth noting that labs are increasingly releasing small but powerful models; in this context, model distillation,\textsuperscript{106} or the process of transferring the knowledge from a large model to a smaller model that can be practically deployed under real-world resource constraints, would mitigate the difficulty of running models locally on consumer-grade hardware. Although downloadability may present opportunities for model customization, once models are downloaded into a separate environment, developer organizations can lose control over the ways in which users fine-tune and deploy their models.

### LEVEL 4: GATED DOWNLOADABLE ACCESS

Developer organizations offering AI models and components for download will often require users to apply for downloadable access or otherwise register for an account, which can be free or paid. This process is known as “gating” access, and is similar to common practices in news or other content websites where a user might be asked to create a free account. Depending on the stringency of the gating requirements, the developer organization may have some insight into the identity of users who are downloading their models, require users to acknowledge a terms of use agreement, and be able to revoke privileges depending on terms of use.

While better than having no controls whatsoever, gating’s ability to prevent undesired outcomes (e.g., unauthorized release or malicious use of a model and its components) is likely limited, not least due to the possibility that gated models might leak online once


\textsuperscript{105} Clément Delangue, “Ethical Analysis of the Open Sourcing of a State-of-the-Art Conversational AI,” Medium, May 9, 2019, \url{https://medium.com/huggingface/ethical-analysis-of-the-open-sourcing-of-a-state-of-the-art-conversational-ai-852113c324b2}.

they have been downloaded. This paper will treat gated and non-gated downloadable access separately, as their risk profiles are marginally different. One example of a gated downloadable model is Meta’s OPT-175B.

LEVEL 5: NON-GATED DOWNLOADABLE ACCESS

In a non-gated access scenario, a model and certain components released by its developer organization can be downloaded by anyone without subsequent tracking, payment, or terms of use. While a developer organization can choose to withhold some model components and track downloads, they have limited insight into the identity of users downloading the model or the ways in which they are using it.

LEVEL 6: FULLY OPEN ACCESS

In the case of fully open models, all aspects of the system, including all the base model and all components like model weights are accessible and freely downloadable by the public. Once models are made fully open, it is impossible for developer organizations to walk back a model’s release. For example, BigScience’s BLOOM and Mistral’s 7B are fully open.

---

Matrix: Assessing AI Foundation Model Risk Along a Gradient of Access

With a brief history of the open access movement, a clear understanding of AI’s opportunities and risks, and a gradient of access to AI foundation models that exists in practice today, the remainder of this report aims to explain our assessment of how each level of access impacts risk across the six identified categories. While we outline both opportunities and risks in the preceding section, the aim of this project is to reduce harm; as a result, the matrix exclusively focuses on the potential risks of openness. We will revisit potential benefits in the report’s conclusion.

Reading the Matrix

The X axis of the matrix represents the gradient of access to AI foundation models and their components from fully closed to fully open as described in the above Gradient of Access to AI Foundation Models section.

The Y axis of the matrix represents the categories of risk as described in the Categories of Opportunity and Risk section. In the Risk Breakdown by Category section that follows the Matrix overview, the Y axis represents the level of risk, from low risk at the bottom to high risk at the top.

Each cell in the matrix captures the effect of a specific level of access on a given category of risk. The colors are largely intuitive:
Source of Risk

An additional consideration that surfaced during this project involves the origin of a particular risk. More specifically, source of risk refers to whether the risk is inherent to a model—and therefore a byproduct of the developer organization’s design, training, or tuning choices—or driven by a user’s (or third party’s) interaction with a model at the given level of access. We adopted the terms “upstream” risk for the former and “downstream” risk for the latter, and we use the term “referent object” to describe the driver of a given risk (e.g., an AI model is the referent object when a risk is “upstream” and stems from the model itself; a user is the referent object when the risk is “downstream” and is driven by user interaction with a given model).

The source variable is important for two reasons. First, it helps to identify the referent object of the risk in question. This consideration will become highly relevant when designing technical and policy solutions to mitigate the most extreme risks posed by increased access to cutting-edge AI models.

Second, this variable impacts our determination of risk at each level of access based on our understanding of a given referent object’s available resources (e.g., time, money, compute power, etc.) and technical expertise. In general, leading AI labs have greater resources and technical expertise than users, even in cases where “users” are malicious groups intent on leveraging models to cause harm. As a result, accumulation of upstream risk is generally the result of inaction or insufficient action by developer organizations (e.g., not enforcing safety mechanisms), while downstream risk is generally the result of action taken by users (e.g., fine-tuning models for malicious purposes). We also note that, in cases where unknowns are present, risk is amplified.
# Matrix: Gradient of Access to AI Foundation Models and Associated Risks

<table>
<thead>
<tr>
<th>Level 0</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
<th>Level 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fully closed</td>
<td>Paper publication</td>
<td>Query API access</td>
<td>Modular API access</td>
<td>Gated downloadable access</td>
<td>Non-gated downloadable access</td>
<td>Fully open</td>
</tr>
</tbody>
</table>

**Source of Risk**
- Upstream
- Downstream
- Both

**Risk Categories**
- Fueling a "race to the bottom"
- Malicious use
- Capability overhang
- Compliance failure
- Taking the "human out of the loop"
- Reinforcing bias

**Levels of Access**
- Relatively low risk
- Low-medium risk
- Medium risk
- Medium-high risk
- Relatively high risk
Risk Breakdown by Category

Fueling a race to the bottom

Referent object: AI labs  Source of risk: upstream

RISK OF FUELING A RACE TO THE BOTTOM ALONG A GRADIENT OF ACCESS

As outlined in the History of Access to AI Foundation Models section of this report, discussions about access to these models have fractured along two major viewpoints: those in favor of democratizing access to cutting-edge models and those concerned about the associated risks. Developer organizations similarly tend to fall in one category or the other, with some companies aligning their business models with an open access approach and others pursuing a traditional closed/proprietary approach. One argument against allowing widespread access is the risk that such access might fuel a “race to the bottom” in which developer organizations
are increasingly incentivized to cut corners in model development in order to quickly release new models to stay competitive. This category of risk describes that concern.

We note that race to the bottom dynamics are highly complex and can be difficult to predict. In the context of this paper, we assume a “winner takes all” dynamic, where a model winning broad adoption will gain market share—and thus future profit opportunities—at the expense of competitors.

At the **fully closed** (Level 0) and **query API access** (Level 2) levels, the risk of fueling a race to the bottom is **low** because only limited information about model components and performance is publicly available, and it is resource intensive for developer organizations to reverse-engineer this information at these levels of access.

Depending on the content of a **published paper** (Level 1), developer organizations may be able to derive significant information about a model’s capabilities and identify areas to cut corners in order to achieve a more competitive position vis-à-vis other developer organizations, resulting in a **medium** level of risk.

**Modular API access** (Level 3) can enable developer organizations to obtain a deeper level of knowledge about models and their outputs than query API access, increasing the possibility that they are able to derive non-released components and other system information. This information might then be used to cut corners in the development of new models to maintain competitive advantage, resulting in **medium** risk of a race to the bottom.

The risk of a race to the bottom increases when models are downloadable because the baseline for technological development essentially rises to the most powerful downloadable model of the day. The “gating” component remains relevant because it may enable some developer organizations to withhold downloadable models from their competitors. As a result, the risk of a race to the bottom is **medium-high** for **gated downloadable** models (Level 4), and **high** for **non-gated downloadable** models (Level 5).

**Fully open** models (Level 6) present a **high** risk for a race to the bottom when assuming a “winner takes all” dynamic, because they allow all developer organizations to access the most cutting-edge fully open models of the day. Maintaining competitiveness in an environment with many fully open models may therefore require leading labs to cut corners in model development.
Malicious use

Referent object: users

Source of risk: downstream

RISK OF MALICIOUS USE ALONG A GRADIENT OF ACCESS

Malicious use occurs when actors leverage AI to undermine the safety and security of individuals, groups, or society, and can result in a range of harms to digital, physical, and political systems. As the matrix illustrates, as access to cutting-edge AI models increases, so too does the risk of malicious use. At the fully closed (Level 0) and paper publication (Level 1) access levels, the risk of malicious use is low due to the extensive resources and technical expertise required to develop, tweak, or reverse-engineer a model.

The risk of malicious use increases slightly with query API access (Level 2) to low-medium. A user with this level of access might attempt to bypass safeguards that would ordinarily prevent the model from generating harmful content—like bomb-making instructions, fraudulent content,
or sexual abuse material—through creative prompting, a process referred to as jailbreaking.112 Risk increases slightly to medium with modular API access (Level 3), which grants deeper insight into models and their capabilities and may reduce both the resource and technical burdens on actors to develop, tweak, or reverse-engineer models for malicious purposes.

The risk of malicious use increases again to medium-high when models are downloadable (Levels 4 and 5). This is because the resources and technical expertise required to develop, tweak, or reverse-engineer a model decreases significantly when an actor is in possession of the model’s architecture and available components. While gating (Level 4) can provide a level of traceability for developer organizations and accountability for those downloading a model and its components, preventing malicious use is ultimately more limited for the reasons discussed in the Gradient of Access to AI Foundation Models section.

Finally, the risk that fully open (Level 6) models might facilitate malicious use is high, as malicious actors are free to develop, tweak, and fine-tune models for malicious purposes to the extent they have the resources to do so. A recent report, for example, describes how researchers effectively removed the safety fine-tuning from Llama 2-Chat 13B with less than $200, thereby demonstrating that when model weights are released publicly, safety fine-tuning is ineffective at preventing misuse.113


Capability overhang refers to capabilities and aptitudes exhibited by AI foundation models that were not envisioned by their developers. The implications of this risk category remain speculative, as it is impossible to evaluate its ramifications without understanding the specific nature of a particular latent capability until it is discovered. This analysis therefore relies on the limited available research describing when and how capability overhangs arise and on the consensus of our working group.

The relationship between the risks fueled by an AI model’s capability overhang and the level of access to the model hinges on three factors: (1) potential for an unexpected capability to manifest in the first place; (2) potential for it to drive other risks and harms (e.g., malicious use
or taking the human out of the loop); and (3) potential that the developer organization will identify and mitigate it prior to the onset of undesired outcomes.

The capability overhang risk associated with **fully closed** (Level 0) models is *low*, as such models are proprietary and unexpected capabilities can be identified and managed by the developer organization. In fact, a model’s original developers might welcome discovery of such capabilities in the process of testing the model’s limits, which might inspire new use cases and other breakthroughs. However, our working group collectively concluded that most capability overhang discoveries are made by third parties examining or interacting with models that have been released externally (whether intentionally or not).

Publishing a technical **paper** (Level 1) on a model slightly increases the capability overhang risk to *low-medium*. While outside researchers are unlikely to detect capability overhang as the result of a paper publication, developer organizations that publish papers have no control over the way the contained information is used.

By contrast, offering users **query and modular API access** (Levels 2 and 3) to a model offers limited potential for capability overhang to be discovered outside of a developer organization’s oversight or for this identification to cause negative effects. As a result, the risk dips back to *low*. If developer organizations implement and maintain safety mechanisms (e.g., input format constraints) and track the use of their models, it is unlikely that instances of capability overhang will go undetected. Further, by only offering access through an API, a developer organization maintains control of its model and retains the ability to revoke access to an individual user or more broadly.

The capability overhang risk increases significantly to *medium-high* when models are **downloadable** (Levels 4 and 5). When a model is downloadable, users are better able to tweak, fine-tune, and crowdsource model development, thereby substantially increasing the likelihood that unintended model capabilities may arise. While **gating** (Level 4) can offer a level of traceability and control, it is not necessarily an effective mechanism for technical oversight. It is possible that downloadable access will enable users to identify capability overhangs, and that users may report these instances to developer organizations to be understood and addressed. However, in cases where capability overhang risk exists, developer organizations may not have the ability to independently identify and/or mitigate unintended capabilities as models are downloaded and run locally.
Finally, **fully open** (Level 6) models exhibit *high* capability overhang risk. As more users are able to interact with and tweak models, capability overhang is increasingly likely to occur, and developer organizations are not able to revoke access to these fully open models.

### Compliance failure

**Referent object:** AI models, developer organizations, and users  
**Source of risk:** both upstream and downstream

#### RISK OF COMPLIANCE FAILURE ALONG A GRADIENT OF ACCESS

![Diagram showing the risk of compliance failure along a gradient of access](image)

Technical, legal, and policy mechanisms established to enforce a model’s terms-of-use and prevent its abuse, known as compliance mechanisms, are increasingly diluted as control over a model shifts from the developer organization to users along the gradient of access described in this report. **Fully closed** models, **paper publications**, and **query and modular**

---

**API access** (Levels 0, 1, 2, and 3) all pose a *low* risk of compliance failure, as developer organizations carry out “top-down” enforcement, bearing the responsibility for compliance.

Risk of compliance failure increases steadily to *medium* when models are **downloadable** (Levels 4 and 5), as models are hosted on users’ servers and are beyond the reach of the developer organization. While gating can serve as a mechanism to ensure compliance by restricting model access to self-identified or vetted users (depending on the approach’s details), developer organizations are not truly able to monitor how these models are subsequently employed. When models are available for download without gating (**non-gated**, Level 5), compliance risk slightly increases to *medium-high* by further diluting compliance controls.

**Fully open** (Level 6) models exhibit a *high risk of* compliance failure, as users have access to all system components and are able to adopt, tweak, and proliferate models beyond the jurisdiction of any enforcement authority.
Taking the human out of the loop

Referent object: AI models and users
Source of risk: both upstream and downstream

RISK OF TAKING THE HUMAN OUT OF THE LOOP ALONG A GRADIENT OF ACCESS

The risk of an AI model making and acting on decisions without human verification or self-improving/self-replicating (including by calling other models via API) without human oversight—thus taking the human out of the loop—is primarily driven by the developer’s intended use and corresponding design choices. However, as access to models increases, so too does the opportunity that an actor might download and fine-tune a model in a way that drives this risk. A responsible developer will incorporate safeguards to reduce the likelihood of this possibility, and thus the extent to which they maintain control of the technology will ameliorate the potential of malicious or irresponsible actors altering or repurposing it in a way that allows for such outcomes.
Accordingly, HOOTL risk is low for **fully closed, paper publication, and query and modular API access** (Levels 0, 1, 2, and 3) and increases steadily when models are **downloadable** (Levels 4 and 5) to medium when gating is implemented and medium-high when ungated. **Fully open** models (Level 6) are at high risk of contributing to HOOTL outcomes. We note these conclusions are not based on literature review, because no known study has identified HOOTL outcomes, but instead represent the working group’s best estimate based on its collective experience and judgment.

### Reinforcing bias

| Referent object: AI models and labs | Source of risk: upstream |

#### RISK OF REINFORCING BIAS ALONG A GRADIENT OF ACCESS

In the most general sense, as access to a model increases, so too does the potential that third parties might uncover bias resulting from its training data or algorithmic design, thereby creating an opportunity to mitigate the risk. However, even though a developer organization might correct bias in a subsequent model release, there is no assurance that all use of
the biased model will cease. Because of this dynamic, the relationship between the risk of reinforcing bias and increased access to models fluctuates.

**Fully closed** (Level 0) models exhibit a *medium-high* risk of reinforcing bias, as they may contain unknown or undisclosed biases that are propagated to external products or services built upon them, and thereafter to the user base. Transparency is the best innoculation against bias, but is fully lacking in this case by definition.

The act of publishing a technical **paper** (Level 1) on a model tends to lower the risk that it will reinforce bias, depending on the extent to which the paper provides transparency into this risk’s potential drivers. Technical papers present a *low* risk of reinforcing bias, unless in the unlikely case that a paper obfuscates or misleads on aspects of a model germane to this risk.

**Query API access** (Level 2) poses a *high* risk of reinforcing bias. Any risks inherent to models themselves are distributed to the model’s user base, the size of which might be quite large given this mode of access (e.g., ChatGPT reportedly has millions of users). The risk that query API outputs might reinforce bias is contingent on the ways in which the developer organization collected data, trained the model, and designed restrictions around inputs and outputs, but the associated risks are distributed to the model’s user base.

**Modular API access** (Level 3) slightly reduces the risk of reinforcing bias to *medium-high* by providing researchers with deeper insight into the models they are interacting with and the outputs they are observing. In some cases, this may allow researchers to identify model bias and alert the developer organization. Additionally, the user base for modular API access is smaller and more sophisticated than that associated with query API access, and less prone to blindly acting on potentially biased output.

**Downloadable** (Levels 4 and 5) models present a *medium* risk of reinforcing bias. The number of users interacting with downloadable models is significantly lower than those interacting with models via API because of the resources necessary to run models locally. Further, downloadability provides significantly greater insight into model components that may impact bias. However, even if developer organizations are alerted to unknown biases in their models and choose to update and re-release them to their user base, users may not download the updated model.

---

Finally, **fully open** (Level 6) models provide the highest level of transparency, which might enable researchers and developers to identify potential sources of bias in the model itself. However, even if developer organizations are alerted to unknown biases in their models and choose to update and re-release them, at the fully open level these organizations will have no way to identify users operating the original, biased model, and cannot take steps to encourage them to download the updated model. This reality largely offsets any benefits of increased transparency associated with allowing fully open access, resulting in a medium risk of reinforcing bias.

### Conclusion

**OVERVIEW: IDENTIFIED RISKS ALONG A GRADIENT OF ACCESS**

<table>
<thead>
<tr>
<th>Levels of Access</th>
<th>Level 0</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
<th>Level 6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fully closed</td>
<td>Paper publication</td>
<td>Query API access</td>
<td>Modular API access</td>
<td>Gated downloadable access</td>
<td>Non-gated downloadable access</td>
<td>Fully open</td>
</tr>
<tr>
<td>Levels of Risk</td>
<td>High</td>
<td>Medium High</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>

- **Race to the bottom**
- **Malicious use**
- **Capability overhang**
- **Compliance failure**
- **Human out of the loop**
- **Reinforcing bias**

---

**Race to the bottom**

**Malicious use**

**Capability overhang**

**Compliance failure**

**Human out of the loop**

**Reinforcing bias**

---

This effort set out to clearly delineate in precise terms where increased access to foundation models and their components increases the risk of harm. The working group discussions and related research pointed to the need for risks to be assessed against a gradient of access, which allows for a more precise identification of where risk arises. In the most general terms, the resulting risk matrix indicates that as access to AI foundation models increases, there is increased potential for harm. More specifically, each category of risk responds somewhat differently to increased levels of access. The risk of malicious use, compliance failure, taking the human out of the loop, and capability overhang all increase with increased access. The risk of fueling a race to the bottom increases when we assume a “winner takes all” dynamic. Only the risk of reinforcing bias fluctuates as access increases.

Increased access to foundation models also presents a range of opportunities, including those outlined earlier in this report. Proponents of increased access generally cite two main benefits:

- **Increased capacity for transparency, accountability, and reproducibility.** Increased access to foundation models and components allows researchers to scrutinize and validate each other’s work, which could result in a culture of openness and rigorous scientific inquiry, red-teaming, and ultimately more secure systems.117,118,119

- **Technological democratization and promoting healthy competition.** Increased access to foundation models may democratize the technological ecosystem by lowering the technical barrier to entry for competitors, encouraging innovation, fostering diversity and inclusion, and decreasing the likelihood of monopolistic control over powerful models by only a handful of leading AI companies.120

While it is true that increased access to these models may encourage these outcomes—and in fact has done so in many cases—it is notable that the majority of identified opportunities are “downstream,” and will thus require significant time and resources from users, AI labs, and regulatory agencies to be realized. At times, effectively leveraging AI technologies to realize these opportunities will require the restructuring of existing systems of incident management. On the contrary, the majority of the risks identified in the matrix are either entirely or in part “upstream” risks (functions of the models themselves and the labs that develop them), or the

result of “downstream” misuse that can be facilitated by a single actor or small group of actors, at times without the need for access to significant new resources.

Further, while increased access to foundation models may democratize the AI ecosystem and promote healthy competition at the technological and economic levels, thereby preventing monopolies over AI development, it is important to also consider the impact of risk, economic or otherwise, especially in extreme and catastrophic cases. Increasing access to foundation models is not the only way to prevent a monopoly in this space—this can also still be achieved by utilizing structured access, rate limiting, gating, and other technical mechanisms to reduce the possibility of harm. Regulatory actions can also impose liability on foundation model developers and users. The next phase of this project will work to delineate the most effective mechanisms to reduce risk. Finally, increasing unmediated access to these models may facilitate entire categories of risk that cannot be rolled back.

Today’s digital ecosystem is not yet broadly secure and sustainable, in many ways due to the lack of secure and safe design principles built into emerging technologies from the outset. Safety and the mitigation of harm should not be sacrificed solely in the name of rapid innovation, and lessons of the recent past in other areas of technological innovation, like social media, provide us with the opportunity to leverage AI for good.

There are a number of challenges to overcome in both managing and/or regulating AI, not least of which are jurisdictional issues. Allowing downloadable and fully open access to models will further complicate efforts to manage and/or regulate AI by diluting the potency of regulation targeting developer organizations and increasing the potential that users will have access to unregulated models. For example, effective regulation aiming to rein in access to AI foundation models would have to address open source models like Falcon 40B, developed by the United Arab Emirates’ Advanced Technology Research Council, among others.

Finally, AI misuse will exert impact not only via digital systems, but also physical and social systems. In comparison to vulnerability discovery in a context like computer security, many forms of AI misuse are more difficult and costly to defend against. While in the case of open source code, vulnerabilities may exist, and malicious actors may leverage these vulnerabilities for nefarious aims, AI exists not only as a component in products and services (like open source code), but also often as a product or service itself. Averting the risk that increased access to foundation models will facilitate the creation of deep fakes or widespread misinformation, for example, will require interventions not only in the technical capabilities

---


of models themselves, but also in the social systems in which they are deployed. The further upstream these risks can be diverted, the better.

Looking Ahead

Increasing access to AI foundation models is only one way to achieve many of the perceived benefits of AI. Many of the associated benefits may also be accomplished alongside technical mechanisms, regulatory structures, and voluntary agreements between leading AI labs.

We hope that this research catalyzes discussions about how best to reduce the risk of harm posed by increased access to AI foundation models. We look forward to gathering feedback about our analysis and continuing to engage constructively in this dialogue.